
1. Research Target
In order to realize intelligent data processing such as fea-

ture extraction, recognition, rough judgment and learning,
which are usually done in the human brain, a memory-based,
flexible system architecture is necessary. The intelligent-sys-
tem target requires breakthrough solutions for circuits realiz-
ing two basic functions: dense, high-interconnectivity data-
storage as well as fast, low-power pattern matching. There-
fore, we are developing area-efficient multi-port memories and
fully-parallel mixed analog-digital associative memory archi-
tectures.

The associative-memory functionality is to find the near-
est-match between an input-data word of W bit length and a
number R of reference-data words. Since this functionality is
a basic operation for such applications as image or voice pat-
tern recognition [1], codebook-based data compression [2, 3,
4], routing-table-lookup for network routers, and authentica-
tion parts in security system (Fig.1), it is important to find
efficient solutions for its practical realization. For the example
of codebook-based image compression, shown in Fig. 1(b),
the pattern of a 4 x 4 macro block of pixels is approximated by
the nearest-match pattern in a codebook, storing the reference
patterns of blocks typically occurring in real images as tem-
plates. Only the code-number of the best matching pattern,
called winner-pattern number, is transmitted. The decompres-
sion is achieved by restoring the corresponding pattern at each
location of the image from the codebook [3, 4]. Since the pat-
tern matching is a very computationally expensive process, a
hardware solution is preferable for real-time applications.

The nearest-match or winner is defined by the minimum
with respect to a distance measure. Practically important dis-
tance measures are the Hamming (data strings, voice patterns,
black/white pictures) and the Manhattan (gray-scale or color
pictures) distance. In general, the distance measures can be
represented by eq. (1),
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Both software and hardware solutions for the associative-
memory function are possible. However, a hardware solution

is preferable for applications where the search time is the ma-
jor issue.

The purpose of this project is to provide a new hardware
solution for the associative-memory function with the Ham-
ming distance and the Manhattan distance measures. The so-
lution should improve the performance of previous hardware
solutions by at least 1 order of magnitude and combine short
nearest-match (or winner) search times with the possibility of
compact implementation in conventional CMOS circuit tech-
nology on a single chip. In particular the nearest-match cir-
cuitry should not scale with the square of number of reference
words but should be only a linear function of the number of
reference words.

Conventional methods for nearest distance-search have
been based on: (a) analog neural networks [5], (b) SRAMs
and a separate digital winner-take-all (WTA) circuit [3], (c) an
analog WTA based on MOSFETs in source follower configu-
ration [6] or a time-domain concept [7]. Problems of these
solutions are: Large area-consumption [3, 5, 6] because the
search circuits are of order R2 (O(R2)) or O(R*W) complexity.
Long search-times of about 1µs or more [3, 5]. Restricted ap-
plicability to small W [6].

To overcome these drawbacks, we have proposed a dedi-
cated mixed analog-digital fully-parallel associative-memory
architecture for nearest Hamming/Manhattan-distance search.
Moreover, for the reliable handling of a large number of ref-
erence-patterns, we also have presented a bank-type associa-
tive-memory architecture as a reliable solution to the remain-
ing issue of nearest-match search in a large reference-pattern
space. Additionally, we disclose an efficient circuit for imple-
menting the Hamming/Manhattan-distance-search function
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Figure 1: Application examples of the associative-memory-
based system. (a) pattern recognition (Hamming-distance-
measure) (b) vector quantization for image compression
(Mannhattan-distance measure).
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within the memory field. Designed minimum Hamming/Man-
hattan-distance-search associative memories have high-per-
formance at low-power dissipation.

2. Research Results

2.1 Associative-Memory Architecture for minimim Ham-

ming/Manhattan-Distance Search
  Figure 2 shows the block diagram of our proposed compact
associative memory with fast fully-parallel match capability
according to the Hamming/Manhattan distance. The memory
part on the left side consists of conventional read/write pe-
riphery for storing the reference-data words and for reading
out the nearest-match data. The search word is supplied from
above, preferably on the bit-lines of the memory field, when
the associative-memory function is carried out. A row of the
memory field contains W storage units (SC), each which k
bits plus the circuitry for  unit (UC) - and word (WC) -com-
parison. The word-comparison results C

i
 are transferred to the

winner-search circuit on the right side consisting of the win-
ner-line-up amplifier (WLA) and a winner-take-all circuit
(WTA). Important is the closely coupled interaction of WLA
and WCs, by which the desired maximum amplification of
winner-loser distances for all search cases is achieved. The
output signals LA

i
 of the WLA are finally evaluated by the

WTA to decide on the row, which contains the winner data.

The concept for the memory-field for Hamming/Manhat-
tan-distance search is illustrated in Figs. 3 and 4, respectively.
For Manhattna-distance search, digital k-bit subtraction and
absolute-value calculation units (UC) compare the W bina-
ries, each with k-bit, in all rows of the memory field in paral-
lel with the reference data. The k-bit subtraction circuit can be
realized on the basis of a ripple carry adder circuit. In the test
chip design, we use a newly devised compact circuit to mini-
mize its design area. Fig. 5 shows the circuit diagram for our
k-bit subtraction and absolute-value calculation unit. The tran-
sistor number of the this optimized circuit is only 20k-2. On
the other hand, that of the conventional implementation needs
50k-18 transistors. So nearly 60% reduction of the transistor
number can be achieved by using our newly developed cir-
cuit.

The word comparator (WC) circuit for Manhattan distance
is implemented as shown in Fig. 4. To realize the WC function
for Manhattan distance, the gates of the WC-transistors are
connected to the corresponding k-bit output-signal lines of the
unit comparator (subtractor and absolute value circuits), while
their drains are connected to the corresponding output-signal
line C

i
.  The gate width of each WC-transistor, 2k-1 * W

0
, var-

ies depending on the bit position of the k-bit binary so as to
distinguish each bit-weight. Since UC outputs are 0 for match-
ing bits, WC-transistors are “off” for matching and “on” for
non-matching bits. Thus small current-sink capability corre-

Figure 2: Block diagram of the compact-associative-memory
architecture with fast fully-parallel match capability accord-
ing to the Manhattan distance.
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sponds to “good” matches, while large current-sink capability
corresponds to “bad” matches.

Figure 6 explains the principle of self-adapting winner line-
up amplification, which was implemented in an improved win-
ner-line-up amplifier. In a previous design, the maximum gain
region of the WLA was fixed and the WC output of the win-
ner-row had to be aligned to this narrow region. This con-
straint limited the design freedom for the WLA quite signifi-
cantly and included the danger of over- or under-regulation.
In the current design, we eliminated this problem with an adapt-
able maximum-gain region of the WLA, which follows auto-
matically the input voltage C

i
 of the winner-row. Exploiting

this new design freedom leads to a drastically improved per-
formance of the WLA. We will explain the implementation of
this important new principle of a self-optimizing WLA circuit

in detail with Fig. 7.
First, the structure diagram of the winner-line-up ampli-

fier (WLA) is shown in Fig. 7 (a). The WLA consists conse-
quently of signal-regulation (SR) units for each row and a com-
mon distance-amplification/feedback-generation (AFG) unit.
The feedback (F) controls the SR-units in such a way, that the
generated, intermediate signal VI

WIN
 of the winner row is just

within the narrow maximum-gain region of the distance am-
plifier in the AFG-unit. The signal follower provides the nec-
essary high driving current for scaling to a large number of
reference patterns R. We improved the WLA circuit proposed
previously in [8] so as to obtain a large regulation range for
feedback stabilization and relatively low power dissipation.
The new WLA achieves this larger regulation range for feed-
back stabilization and eliminates the inefficient possibilities
of under- or over-regulation by a maximum-gain region which
self-adapts to the winner input C

win
. Low power dissipation is

achieved by an individual power regulation from the signal-
regulation units for each input-signal source.

Fig. 7 (b) shows a circuit, which implements the new WLA
according to Fig. 7 (a) in CMOS technology. The transistor-
count is only 6 transistors per row, that is, O(R) complexity. A
modified version of the fast minimum circuit proposed by Opris
et al [9] is applied for combined feedback generation and dis-
tance amplification. The minimum function is used in the feed-
back loop and an intermediate node in each row circuitry is
used for the distance-amplified WLA-output LA

i
.

Distance amplification and self-adaptation of the maxi-
mum-gain region work as follows: Since the winner-row’s WC-
output C

win
 is lowest, transistor p

3win
 has the largest current-

source capability, which must be balanced by the current-sink
capability of transistor n

2win
. Thus the gate voltage F

a
 of n

2win
,

common to all rows, has to rise appropriately and is controlled
by the winner row. This in turn is only possible, if the gate
voltage of the source follower n

3win
, being also the output volt-

age LA
win

, rises highest. The mechanism works independent
of the absolute value of C

win
 and provides the self-adaptability

of the maximum-gain region. A gain of about 20-50 over a
wide range of absolute C

win
 input voltages is thus achieved.

The voltage follower in Fig. 7 (b) is equivalent to the signal
followers in Fig. 7 (a) and provides a sufficient driving cur-
rent for scalability to large row numbers, which are necessary
especially for codebook-based data-compression systems.

The WTA-circuit implemented in the test chip is depicted
in Fig. 8. It is of O(R) complexity and needs just 17 transistors

(a) Structure diagram of WLA (b) Circuitry of WLA
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per row. In the first design, we used 3 stages of the common-
source WTA-configuration proposed by Lazzaro et al. [10],
which amplify winner-loser distances by voltage-current-volt-
age transformations. In order to reduce the negative effects
form fabrication induced miss-match of corresponding tran-
sistors in different rows and to improve the reliability for large
winner-input distances, we adopt 5 stages of the common-
source WTA-configuration. In the 1st stage, the current for the
winner row is highest, because it has the largest WLA-output
voltage. This highest current is then transformed into the low-
est output-voltage of the 1st stage, while the output voltages of
all other rows are substantially suppressed. The intermediate
stages perform a similar voltage-current-voltage transforma-
tion and a further amplification of the winner-loser differences.
The winner voltage is again lowest after the 5th stage. The fi-
nal decision circuit consists of inverters with an adjusted
switching threshold. It generates a “1” for the winner row and
a “0” for each loser row. In this WTA-circuit, a gain of about 5
- 20 over per 1 stage is achievable.

2.2. Bank-Type Associative Memory Architecture in

Large Reference-Pattern Space
 The proposed bank-type associative memory architecture is
shown for the case of 4 banks in Fig. 9. This system has 4
local winner-search units, implemented as banks which ap-
ply the above described fully-parallel architecture, and a glo-
bal digital minimum-distance-winner selection circuit. Each
local-winner is decided by fully-parallel minimum distance
search in the banks in parallel. In addition to the associative
memory core, each bank has a priority encoder (PE) and a
circuit for digital-distance calculation of the local winner. The
minimum-distance-winner selection circuit determines the
global winner among the local-winners by digital calculation
in a tournament-selection way and outputs the global winner’s
bank number as well as bank-internal address. With this bank-
type approach our fully-parallel associative memory archi-
tecture can be applied to search problems in an in principle
infinite space of reference patterns. For example, in the ap-

plication case of code-book based vector quantization for
video compression a typical code-book size is 1024 reference
patterns. This could be realized with an 8-bank structure and
128 reference patterns per bank. Local winner search in each
bank and global winner selection circuit could be pipelined,
so that the search throughput would be determined only by
the local search time of a single bank.

2.3. Chip-fabrication and Measurement Results
  The Hamming-distance test chip is designed in 0.6µm CMOS
with 3-metals and contains 32 reference words with 768 bit
binaries (Fig. 5). Design area is 9.75mm2 and a high perfor-
mance of < 70nsec minimum distance search at low-power
dissipation of 43mW are achieved. The Manhattan-distance
test chip was designed in 0.35µm CMOS with 3-metal layers
and contains 128 reference words with 16 binaries each 5-bit
long. Fig. 6 (a) shows the photomicrograph of the fabricated
Manhattan-distance test chip. Fig. 6 (b) depicts the measured
average nearest-match times of this chip as a function of the
distance between winner and input-data word. The data for
winner to nearest-loser distances of 1 and 10 bit are plotted.
Some of the chosen row combinations of winner and nearest
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loser delivered unreliable match results for large winner-in-
put distance. However, this causes no practical problem be-
cause vector-quantization (VQ) simulations of real images
confirmed that almost all winner-input distances are less than
50bit. In the practical case with optimized codebook winner
patterns with larger winner-input distance are in general ex-
pected to be very seldom. Therefore, the measured perfor-
mance of the designed test-chip is already sufficient for VQ
application with a nearest match time < 140nsec.  Taking into
account that the area for the input-pattern circuit remains the
same, we extrapolate an area of about 17.2mm2 and a power-
dissipation of about 180mW for a nearest Manhattan-distance-
search memory with 256 reference patterns in 0.35µm CMOS
technology. If we furthermore extrapolate the test-chip data
to a state-of-the-art 0.13µm CMOS technology with 1.2V
power-supply, we expect an integration area of about 6.4 mm2

and a power dissipation of about 71.7mW. Table 1 shows the
data of fabricated test chips for minimum Hamming/Manhat-
tan distance search.

Multi-bank associative memories have been also designed
in 0.35µm CMOS technology. Fig. 7 (a) shows the layout of
a 2-bank associative memory for minimum Manhattan-dis-
tance search with 128 reference pattern number. Fig. 7 (b)
depicts the simulated average nearest-match times of this lay-
out, indicating that high-speed search time can be expected.
The layout of a 4-bank associative memory with 256 refer-

ence patterns is shown in Fig. 8 and the photomicrograph of
the fabricated chip is shown in Fig. 9. Table 2 summarizes
performance data of designed 2 and 4 bank associative memo-
ries. In addition to the scalability of the bank number N, the
introduction of a bank-selective activation methodology can
reduce the power dissipation of the whole chip. This is in
particular useful if the reference-pattern space can be catego-
rized, so that the bank (or banks) which must contain the win-
ner can be identified in a preprocessing step. Consequently,
only 1 bank has to be activated for local winner search in the
best case, reducing the power dissipation by approximately a
factor 1/N.

3. Conclusion
  Associative memory architecture for fully-parallel minimum
distance search is proposed and test chips are designed in 0.6µm
(Hamming) and in 0.35µm (Manhattan) CMOS technologies.
The 9.75mm2 Hamming test-chip with 32 reference patterns
and 768 equivalent bit per pattern, has a performance of <
70nsec nearest-match time, equivalent to a 32bit computer with
150GOPS/mm2, at a power dissipation of 43mW. The 8.6mm2

Manhattan test-chip with 128 reference patterns and 496
equivalent bit per pattern, has a performance of < 190nsec
nearest-match time, equivalent to a 32bit computer with
20GOPS/mm2, at a power dissipation of 91mW. These data
are sufficient for application in high-performance mobile real-
time systems such as systems for image compression by vec-
tor-quantization.

Moreover, a bank-type associative memory architecture
for fully-parallel minimum distance search is presented and
verified by test chips in 0.35µm CMOS technology. The pro-
posed architecture extends the possibility of fully-parallel
nearest-match search to an in principle infinite space of refer-
ence patterns. Designed 1-, 2- and 4-bank test chips in 0.35µm
CMOS verify nearest-match times below 280nsec, a perfor-
mance between 120GOPS and 230GOPS, and a power dissi-
pation between 90mW and 150mW per bank. For search prob-
lems with categorizable reference-data space the power dis-
sipation can be reduced to the value for one bank in the best
case. These data are sufficient for application in high-perfor-
mance mobile real-time systems such as image-compression
systems by vector-quantization.

4. Future Plan
Although search time and power dissipation are already very
competitive in comparison to other associative-memory solu-
tions, we are planning to further improve the performance of
the WLA circuit with a current-comparator-based structure.
Search times below 100ns per bank and at the same time a
power dissipation below 100mW are expected to be possible.
Since a further very important distance measure, the Euclid
distance, is very popular in many high-level architectures for
realizing artificial intelligent systems, we plan also to extend
our Manhattan-distance-search architecture to enable nearest
Euclid-distance search.

Manhattan (5 bit)
Distance Measure

2-Bank 4-Bank

Reference Number

Design Area

Search Range

Winner-Search
Time (Simulation)

Power Dissipation
(Simulation)

Technology

Supply Voltage

128 (64 x 2) 256 (64 x 4)

0 - 496bit 0 - 496bit

11.8mm 26.5mm

0.35  m
3-metal
CMOS

µ

3.3V 3.3V

< 330mW < 640mW

< 260nsec < 280nsec

Search Unit Area 0.99mm 21.97mm

Performance 128 GOPS 229 GOPS
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Digital-TreeAdder

8.
0m

m

Read/Write Unit

Bank No.1
Row No. 0-63

496Bit(5Bit Manh.)
Memory Field

Digital-TreeAdder

Bank No.3
Row No. 128-191
496Bit(5Bit Manh.)

Memory Field

Bank No.2
Row No. 64-127

496Bit(5Bit Manh.)
Memory Field

Bank No.4
Row No. 192-255
496Bit(5Bit Manh.)

Memory Field

Table 2: Characteristics of the bank-
type Manhattan-distance associa-
tive memories.

Figure 13: Layout image
of the 4-bank, 256 refer-
ence-pattern Manhattan-
distance- search memory.

0.6  m CMOS

Hamming
Memory Field

Search Range
Winner-Search
Time (Measured)

Power Dissipation

Technology

Supply Voltage

32 x 768 128 x 80

0 - 400 bit

9.11 mm
0.35  m CMOS

3.3V 3.3V
43 mW 91 mW

< 70 nsec < 190 nsec

Area

Performance 1.34 TOPS 160 GOPS

2

Distance Measure Manhattan (5 bit)

8.6 mm

0 - 480 bit

µ µ
2

Table 1: Performance data of designed associative
memory test chips.
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