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1. Research Target 

Pattern recognition and learning are basic functions, 
which are needed to build artificial systems with 
capabilities similar to the human brain. Their effective 
implementation in integrated circuits is therefore of great 
technical importance. Among the methods for achieving the 
pattern recognition and the learning functions, having been 
proposed so far, the neural-network approach is most 
widely used. However, the performance progress of 
hardware that uses neural-networks is much slower than 
expected initially. Because of this difficult situation a new 
method that includes the memory element, missing up to 
now, in a power-efficient LSI hardware is urgently needed.  
Presently, we are developing a new associative-memory 

architecture which achieves small area and high near-
est-match speed [1-3]. The proposed architecture can 
search the reference pattern of minimum distance to the 
input pattern at high speed for different distance measures. 
Therefore, it is expected that this small-area and high-speed 
associative memory becomes the basis for a new method to 
construct systems with recognition and the learning capa-
bility. Moreover, there is the advantage that it can be easily 
integrated by the use of present CMOS technology.  

Here we report 2 new associative-memory-based 
automatic-learning architectures for artificial intelligence 
systems that have recognition and learning capability. The 
developed associative memory that we have developed is 
used to imitate the long-term and the short-term memory of 
the human brain(Fig. 1) and only a simple adder and 
subtractor for learning the optimized reference patterns. 

  
 
 

2. Learning Concepts 
2.1. Short/Long Term Storage Concept 

A memory-based learning system can achieve higher 
learning efficiency than a neural-network, for which a 
complicated training is necessary at the beginning to enable 
the recognition of new data. For a memory-based method, 
the training which we call “supervised learning” corre-
sponds only to writing of the new data into the memory. 
The proposed learning algorithm, explained in the follow-
ing, can furthermore automatically learn input data accord-
ing to the frequency of their appearance, a learning mode, 
which we call “unsupervised learning”.  

The basic underlying concept of our proposal tries to 
model the short/long term storage of the human brain. 
Therefore, the reference patterns of the associative memory 
are classified into two areas. One is a short-term storage 
area where new information is temporarily memorized. The 
other is a long-term storage area where a reference pattern 
can be memorized for a longer time without receiving the 
influence of the constantly changing input patterns.  

Fig.2 shows the flow chart of the associa-
tive-memory-based recognition and the learning algorithm. 
The proposed algorithm uses a “rank” for each reference 
pattern of the associative memory as an index. The refer-
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ence patterns are classified into the long-term and the 
short-term memory according to their rank. Important 
specifying features of the algorithm are the process for 
changing the rank of a pattern and the method for pattern 
transition between short and long-term memory.  
Details of the proposed algorithm are as follows. 

Step1. The associative memory searches for the pattern, 
which is the nearest-match (winner) to the input pattern 
among the reference patterns. 
Step2. The distance “D” between input pattern and 
winner-pattern is calculated. 
Step3(a). Input pattern and winner-pattern are considered 
to be the same in case of “D<threshold”. In this case, the 
rank of the reference pattern that became the winner is 
raised. The rank advancement is decided based on the pre-
vious rank of the winner. When the winner belongs to the 
long-term memory, the advancement becomes JL. And, if 
the winner is in the short-term memory, the advancement 
becomes JS (JL<JS). Each of the patterns of rank between 
the old and the new winner rank are reduced in rank by one. 
The transition between short and long-term memory occurs 
by these changes in rank. 
Step3(b). In the case of “D≥threshold”, the system consid-
ers input and winner patterns to be different, and inserts the 
winner pattern at the top rank of the short-term memory. 
The rank of each of the other reference patterns that exist in 
the short-term memory is moved down by one, and the ref-
erence pattern with the lowest rank is erased and forgotten. 
Step4. Return to waiting status for new input data. 
Whenever input data is given to the system, processing 
from step 1 to step 3 is repeated. 
The user of the proposed algorithm has to properly decide 
the number of pattern entries in the short-term and 
long-term memory  (NS and NL) according to the 
application. 

2.2. Learning the Optimized Reference Patterns 
Concept 

The algorithm proposed here needs only a simple adder 
and subtractor for learning the optimized reference patterns. 
Furthermore, an optimum threshold value for highly reli-
able recognition is learned in addition. Fig.3 shows the 
processing flow of the proposed algorithm, which is ex-
plained in the following sections in detail.  

(1)Reference pattern learning 
The optimal reference pattern for the recognition process 

is located in the center of the input-pattern distribution 
which represents a certain object. However it is difficult to 
identify this optimal reference pattern in online recognition, 
where input patterns are inputted continuously. We pro-
posed to use the center of a fixed number N of recently 
recognized input patterns, and to continuously optimize 
each of the reference patterns after it has been recognized N 
times. For this purpose the following processing steps are 
carried out. When an input pattern is inputted, the Manhat-
tan distance D between input and every reference pattern is 
calculated according to (Eqn.(1)). 
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The nearest reference pattern to the input pattern, i.e. the 
winner which has the smallest D is determined during the 
winner-searching step (Fig.3(b)). It is assumed here, that 
the winner-reference pattern became the winner for the kth 
time. If the Manhattan distance Dw,k between winner Xw 
and input pattern Y w,k is smaller than or equall to the 
threshold value Dthw, the difference vector Gw,k between 
input pat tern Y w,k and winner Xw is derived from Eqn.(2).  

 
 

Fig. 3: Flow chart of the algorithm for reference-pattern and 
recognition-threshold optimization. 
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wkwkw XYG −= ,,                           (2) 
Gw,k is then added as shown in Eqn.(3) to the variable Gm, 
memorized in Memory1w (Fig.3(e)).Step (f) addresses the 
threshold update, which is described in the next section 
2.2.(2). Counter1w of the winner pattern is their forward 
(Fig.3(g)) by 1 to the next value k+1. 

kwwkw ,, GGmGm +=                       (3) 
In case that k>N is true, the winner pattern Xw is optimized 
(Fig.3(k)), according to Eqn.(4), if additionally a control 
condition (Fig.3(j)) is fulfilled, which we describe in sec-
tion 2.2.(3).  

Nwww /GmXX +=                       (4) 

 (2)Threshold value learning 
A threshold value is used to recognize input patterns. 

Namely, if the winner distance Dw,k is larger than the 
threshold Dthw, the winner pattern is considered to be dif-
ferent from the reference pattern, that means it is consid-
ered as not recognized. Besides its function for a recogni-
tion condition the threshold value is also used for selecting 
the input patterns which are included in the refer-
ence-pattern update, in order to prevent local solutions. 
Therefore threshold value learning, that is learning of the 
size of the recognition region, is also important.  
  For threshold value learning it is necessary to distinguish  
whether the input pattern is inside or outside of the thresh-
old region. If all input patterns for which a given reference 
pattern is determined as the winner are inside the region 
determined by the threshold value, this threshold value is 
effective for the recognition purpose. On the other hand, if 
winner input patterns are outside of the region determined 
by the threshold, it is required to extend the recognition 
region, or in other words to use a larger threshold value. 
Threshold value learning is carried out by 2 factors. The 1st 
factor is the rate of the number of input patterns which are 
inside or outside threshold value Dthw. This factor deter-
mines whether a threshold value Dthw will be made smaller 
or larger. The 2nd factor is the gap between the winner dis-
tance Dthw and the corresponding threshold value Dthw. 
This 2nd factor decides how much to reduce or increase the 
threshold when updating occurs. For our threshold learning 
algorithm, we prepare the additional counter Counter2i,  
which counts for each reference pattern i the number of 

presented winner-input patterns outside (>Dthw) of the 
threshold-value region (Fig.3(o)). The winner-input pattern 
number inside the threshold-value region is already deter-
mined for reference pattern learning (Fig.3(h)) by 
Counter1w.  

Especially, we define a winner which lies inside the 
threshold-value region as a recognition winner and its win-
ner distance Dw,k as a recognition-winner distance Drw,k 
(Fig.4).  

When Counter1w is set forward, we calculate the gap 
between the recognition-winner distance Drw,k and the 
threshold value Dthw, and add it to the sum of recogni-
tion-winner gaps memorize in Drsw as Eqn.(5). On the 
other hand, when a winner distance Dw,k is larger than the 
threshold value Dthw, Counter2w is set forward. The sum of 
the gaps between the non-recognization winner distances 
Dw,k and the threshold value Dthw is memorized in Dsw as 
Eqn.(6).  

|| , wkwww DthDrDrsDrs −+=               (5) 
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When the value of either Counter1w or Counter2w becomes 
larger than the fixed number N, the threshold learning starts 
(Fig.3(h),(p)). In the case of Counter1w =N and Counter2w 
=0, the threshold value Dthw is decreased, because all input 
patterns were inside the recognition region of threshold 
Dthw. For this purpose we calculate the average recogni-
tion-winner gap Drgw(=Drsw/N).  
On the basis of Drgw the updating-magnitude of the 

threshold value Dthw is decided. For reflecting the fact that 
our algorithm includes only a small fraction  
of the complete input-pattern space, the magnitude of the 
decrease Dcw is randomized by a triangle distribution 
Eqn.(7) also shown in the plot of Fig.5.  

)1/(2)1/(2)( 2 +++−= wwwwT DrgDrgDcDcp  
(7) 

On the other hand, the threshold value Dthw is increased, 
when the number of winner-input patterns inside and out-
side the recognition region are large i.e. when 
(Counter1w+Counter2w) as well as Counter2w are large. For 
this purpose we calculate the average 
non-recognition-winner gap Dgw(=Dsw/N). The magnitude 
of the increase Dcw is again randomized by Eqn.(7), but 
now Drgw is replaced by Dgw. After completion of each 
learning step a reset operation is carried out for Counter1w, 

Fig. 4: The location of winner, input pattern and threshold value. Fig. 5: The triangle distribution for updating threshold value. 
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Counter2w, Drsw, Dsw,Drgw and Dgw.  

 (3)Learning control 
 Both reference pattern and threshold learning are not per-
formed, when the normalized Manhattan distance Gtw be-
tween Gmw=(Gmw,1, Gmw,2, ... , Gmw,j, ... , Gmw,C) and the 
zero vector, calculated according to Eqn.(8)small against 
the threshold.  
Because of the smallness of Gtw it can be concluded that 
used reference pattern and threshold values are already suf-
ficiently good, so that an update is not necessary.  
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 2. 3. Simulation and Result 
2. 3. 1. Short/Long Term Storage Simulation 

 A simulator was written in C programming language to 
verify the effectiveness of the proposed learning algorithm. 
The size of the associative memory for the verification ex-
periments was chosen to allow holding of 30 patterns with 
256bit each. The Hamming Distance was selected as the 
distance measure. The relative sizes of long-term and 
short-term memory were set at 2:1, which means NL=20 
and NS=10. The remaining parameters of the learning algo-
rithm were chosen as threshold=10, JL=6 and JS=3. 

The automatic learning of 20 new character-bit patterns 
(each 256 bit) was investigated as test problem. These 20 
new patterns were presented to the system as inputs ran-
domly. The learning task was additionally complicated by 
also presenting noise patterns as inputs, where each of the 
256 bits was set at random to 1 or 0. These noise patterns 
were arbitrarily intermixed with the 20 new character-bit 
patterns at the same rate (50% noise patterns, 50% new 
character-bit patterns). 

Fig.6 depicts the simulation result for the number of 
learned patterns among the 20 new character-bit patterns as 
a function of the total number of presented input patterns. 
The blue line shows the result without short/long-term 
storage concept, where an input pattern, which is identified 
as new, is stored at the topmost rank of the associative 
memory. Due to the intermixed noise patterns, the new 
character-bit patterns cannot be learned efficiently. The 
number of learned patterns oscillates around 10 due to the 
noise intermixture rate of 50%. The red line shows the re-

sult with the short/long term storage concept, which com-
pletes the learning of all 20 new character-bit patterns after 
about 1800 input cycles, even under the presence of 
noise-input patterns. The short/long-term memory concept 
and the transition mechanism from short-term to long-term 
memory have the effect that noise patterns are unable to 
advance from the short-term to the long-term memory. 
These concepts are thus the key to efficient memory-based 
hardware for automatic learning. 

Fig.7 shows the architecture of the test chip, which is di-
vided roughly into the associative memory block, the 
rank-processing circuit and the automatic learning control 
circuit. A test chip of the described architecture was de-
signed in 0.35um CMOS technology. (Fig.8 The automatic 
learning circuit within the test chip receives the result of the 
nearest-match search from the associative memory, includ-
ing the input-winner distance (D), and generates the signals 
for the rank-processing circuit and the learning signals for 
the associative memory within one clock cycle. Table.1 
shows the parameter table of the designed test chip. The 
associative memory finishes the nearest-match search in 
250nsec or less, and the automatic learning circuit operates 
at a maximum operation frequency of 166MHz (gate level 
simulation). 
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2. 3. 2. Learning the Optimized Reference Patterns 
Simulation 
 As the performance measure for the proposed reference 
pattern-learning algorithm, we chose the error rate αw [4]. 
When this parameter is near to “0”, reference pattern is 
optimized. Figures 9 and 10 show the simulated refer-
ence-pattern learning of the proposed algorithm in com-
parison to the k-means algorithm for Gaussian and Homo-
geneous input-pattern distributions, respectively. From 
Fig.9 it can be seen, that both algorithms achieve the same 
learning performance in case of a Gaussian input-pattern 
distribution for a given parameter set(N=8 for the proposed 
algorithm, ε=0.5 for k-means). This is remarkable, because 
the proposed algorithm applies the less complex Manhattan 
distance and not the Euclid distance as the k-means algo-
rithm. In addition, if the input-pattern distribution is ho-
mogeneous, the k-means algorithm with the same ε con-
verges less good than the proposed algorithm as shown in 
Fig.5. To achieve good convergence the ε-value has to be 
change (to ε=0.1) for the k-means algorithm, while α pa-
rameter change is not necessary for the proposed algorithm. 
In consequence, the proposed algorithm can be expected to 
perform better than k-means for a general unknown in-
put-pattern distribution.  

 The largest advantage of the proposed algorithm is its 
relatively easy VLSI implementation with a fully-parallel 
associative memory for Manhattan-distance search. Due to 
the Euclid distance, the k-means algorithm requires a much 
complex hardware, which is also much slower. Fig.11 
shows the block diagram of the complete VLSI architecture 
for the case of reference patterns with integer components. 
A more detailed diagram of the learning-circuit architecture 
is depicted in Fig.12.  
Besides the associative memory, the functional units of 

comparator, memory, counter, subtractor, adder, divider,  
random-number generator, probability-distribution memory, 
REG (register) and switch are required.  

Fig. 9: Performance of the proposed algorithm in comparison to the 
k-means algorithm for a Gaussian input-pattern distribution. 

Fig. 11: The associative memory with learning function
architecture 

Fig. 12: The learning circuit architecture.
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The specific construction and function of random number 
generator and probability-distribution memory, used for 
threshold value learning, are briefly explained. The thresh-
old-updating value is selected with this random number 
from a codebook memory (see Fig.13) which stores the 
designed probability distribution.  
For example, if the number “50” is selected by the ran-

dom-number generator from the specified range "0" to 
"100", the threshold-updating value Dcw=1 is selected from 
the probability distribution memory  
(see Fig.13}). In this way, it is easy to implement the 
threshold-learning part of the proposed algorithm in hard-
ware.  

 
3. Conclusion 
We have proposed algorithms and VLSI architectures for 

automatic learning and optimization of reference patterns. 
These architectures are intended for application in associa-
tive-memory-based pattern-recognition systems. The VLSI 
architecture for part of the algorithms has also been verified 
by design and fabrication of a test chip in 0.35µm CMOS 
technology. According to the test-chip simulation, the basic 
learning cycle can be completed very fast in about 300ns, 
which is sufficient for probably all conceivable application. 
Although the proposed algorithms use only the Manhattan 
distance, the pattern-learning performance could be shown 
to be as good as the conventional k-means algorithms, 
based on the more complicated Euclid distance, for which a 
good fully-parallel hardware implementation is not known. 
 
4. Future Plan 
The next verification step of our architecture for automatic 

reference-pattern learning and optimization will a test-chip 
design for the complete proposed architecture including the 
pattern-optimization part. The test chip will then be fabri-
cated and its performance will be evaluated to experimen-
tally verify the feasibility of our architectures. 
We are also developing the full-scale real application of 

moving-object detection and recognition, where we plan to 
evaluate the system-level suitability and performance of our 
automatic reference-pattern-learning architecture. 
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Fig. 13: Contents for random number generation in the range 
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