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1. Introduction

In order to realize hyper brain system which can recog-
nize various objects in real-time/real-world, numbers of
chips with massively parallel processing and wideband in-
terconnection capabilities are needed. To assemble these
multi chips with low-power and Gbps bandwidth inter-
connection, new integration techniques which replace the
conventional System in Package techniques are required.

To solve the problem, we have proposed the 3-dimensio-
nal custom stack system (3DCSS) using two kinds of
wireless interconnections: inductive coupling local wire-
less interconnect (LWI) and antenna coupling global
wireless interconnect (GWI) [1]. In the system LWI is
used to transmit/receive 2D image data between neigh-
boring chips in parallel, and GWI is used to trans-
mit/receive global system clocks and serial data such as
control signals or database between all stacked chips. In
the asynchronous LWI scheme without any clocking, the
high bit rate of 1Gbps/ch and low power dissipation of
0.95mW /ch has been achieved by a 0.18um CMOS tech-
nology [2]. The generation of ultra short Gaussian mono-
cycle pulse which is the fundamental element for imple-
menting GWI has been also demonstrated in the same
technology [3].

To implement the multi-object recognition system, the
processing algorithm and system/chip architecture which
are suitable to the 3-dimensional integration technique
have to be developed. Although many kinds of algo-
rithm have been reported in a field of human face recogni-
tion [4], the most of these were developed aiming at soft-
ware realization and did not apply to LSI implementa-
tion, because of complex large-scale calculation and huge
memory capacity.

In this research, we have developed the architecture
adopting “Eigenfaces” method based on PCA (Principal
Component Analysis) which is one of the well-known face
detection/recognition [5]. By combining the Eigenfaces
method with 3DCSS, we have proposed architecture of
the multi-object recognition system [6]. We have also
implemented the prototype system developing two types
of chips with a 0.18um CMOS technology. The chip de-
sign utilizing the advantages of LWI and GWI has been
also described.

2. Object detection/recognition algorithm

The Eigenfaces method should be suitable for object
recognition hardware architecture because of several ad-
vantages in both of recognition performance and hard-
ware implementation. This method has the equivalent
or higher and robust recognition performance comparing
with other recognition algorithms [7]. The various kinds
of object can be detected and recognized by only prepar-
ing each individual database of them without changing
processing. In hardware implementation, we can imple-

ment it with massively parallel circuit architecture and
conventional digital circuit techniques without nonlinear
processing, and design a chip which is commonly applied
to detection and recognition without increasing in circuit
area.

We explain a fundamental of the Eigenfaces algorithm
briefly. An i-th face image consists of M pixels is repre-
sented as a row vector I';. A preprocessed face ®; is de-
fined by ®; = I';— W, where W represents the average face
of N images in DB(database), that is ¥ = < 25:1 r,.
The “eigenfaces” can be calculated as the eigenvectors
ay, (in an ascending order, k=1, 2, ---, m, m < M) of
the covariance matrix C' of DB, C = L Zﬁil o,

where ®' is a transposed matrix. A face image is trans-
formed into so-called “eigen-space” wy by a simple op-
eration: wy = a} ®;. The eigen-space wy, forms a vector
Q = [w; wy ... wy] that describes the contribution of
each eigenface for face image.

Face detection is performed by generally used thresh-
olding methods. A reconstructed image ®,., defined by
®, =" wrayg, is used as an input of evaluation func-
tion for thresholding. For example, Euclidean distance
e = ||®in — ®,| is often used as evaluation function,
where ®;,, is a preprocessed unknown input image. If
the value € is lower than a threshold, an unknown in-
put image is classified as a human face. Face recogni-
tion is also achieved with the same calculations except
for evaluation function. If the face space vector Qpp,
of i-th face image in DB leads to the minimum distance
Emin = || — Qpp, ||, we can know that the input face is
the same as i-th face.

3. Hardware implementation

A schematic of the proposed multi-object recogni-
tion system is shown in Fig. 1. This system consists
of three kinds of chips, that is Visual Processing chip
(VP3D) [8], Detection/Recognition chip (DR3D) and
Reference Memory chip (RM3D). Each chip has 21x2ch
LWIs which can transmit to and receive data from neigh-
boring chips simultaneously and 2ch GWIs for clock and
binary digital data receiving. The RM3D has 2ch GWIs
and transmitter circuits for clock and data.

Now we explain the proposed methods of detecting and
recognizing by this system. At first, original image data is
stored in RM3D; and transmitted to neighboring VP3D
in 21-pixel parallel PWM (pulse width modulation) sig-
nals (LWI-1). The transmission rate is about 160Mbps
when the maximum bit width and time resolution of
PWM signal is 8bit and 4ns (250MHz clock distribution
by GWI-1), respectively. Second, massively parallel im-
age pre-processing is implemented by several VP3Ds and
resulted image data is transmitted to RM3Dy with LWI-
2 as same as LWI-1. Finally, the DR3D receives pro-



cessed image data and object database through LWI-3
(5.3Gbps=21bit/4ns), or after storing other database to
RM3D; from RM3D y by GWI-2 (250Mbps), and detects
and recognizes objects.

This system has the ability of 40GOPS (Giga Oper-
ation Per Second) at 250MHz operation. Therefore, we
expect to derive 160GOPS performance at the maximum
LWT operation (1Gbps/1ch at present).
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Figure 1: Multi-object recognition system with 3DCSS.
3.1 Reference memory chip - RM3D

Figure 2 (a) shows a block diagram of the proposed
RM3D storing reference data of both of VP3D and
DR3D. The capacity of SRAM is 56kbits for image data
T, 196kbits and 123kbits for database ¥ and a. In com-
municating with VP3D, the binary digital image data
is modulated to PWM signal by DPC (Digital-to-PWM
Converter) and transmitted to VP3D in 21-pixel par-
allel with LWI. The visual processed data is received
and stored after demodulation by PDC (PWM-to-Digital
Converter). The 21bit digital bus data for one pixel (8bit
I, 8bit ¥ and 5bit @) is transmitted to DR3D in pixel
serial with LWI. The clock signal generated by VCO
(Voltage Controlled Oscillator) and binary data stored
in memory are transmitted to all of stacked chips. If
we need huge memory capacity for database, we should
only stack several RM3Ds because of wireless wideband
communications by GWI.

3.2 Detection/recognition chip - DR3D

A block diagram of the proposed DR3D which enables
to implement the object detection/recognition algorithm
mentioned in Sec. 2 is shown in Fig. 2 (b). The DR3D
can achieve the two operation modes of object detection
and recognition in common circuits and 32-pixel parallel
operation by utilizing the advantages of Eigenfaces algo-
rithm.

At first, 21bit bus data are received by LWI and stored
to each 32x32 shift register, where pixel size of object

is 32x32, and converted to 32-pixel parallel data by
shift-register. Second, in reconstructed image generator,
&, =T'; — ¥ is calculated by subtracter, wy = afc'ln is
calculated by multiplier and we obtain ®,. = ZZL:l WA
by accumulator in 32-pixel parallel. Finally, Manhattan
distance ¢; = ||®; — ®,| is calculated with subtracter
and compared in Winner-take-all circuits, detection or
recognition process is finished.

Thus, the proposed multi-object recognition system
could be implemented by making the most of LWI’s and
GWT’s advantages that the Gbps multi channel commu-
nications enable to execute parallel processing and long-
line wireless communications make it possible to stack
several memory chips.

3.3 Fabrication and integration

Test chips of RM3D and DR3D fabricated in a 0.18um
CMOS technology are shown in Fig. 3. The chip size
was 5x5mm?, and the supply voltage and operation fre-
quency were 1.8V and 250MHz, respectively. The detec-
tion time was 580us and the one-object to one-database
recognition time was 4.2us at 84x84 image and 32x32
object size. The 20.6ms detection time and 12.7ms recog-
nition time (30fps) should be achieved if we estimate the
system ability at QVGA image which includes about 30
objects and 100 database objects.

The custom flexible printed circuit (FPC) shown in
Fig. 4 was developed for testing each chip. Note that
the most of area around a chip is needless because this
FPC was used for preliminary measurements. We con-
firmed basic operation such as memory read/write, con-
trol signal generation. Now prototype 3DCSS is under
development by stacking the measured chip.

4. Conclusion

The multi-object recognition system architecture was
developed by utilizing the recognition algorithm based
on Figenfaces method and the 3-D integration scheme
(3DCSS) with two types of wireless interconnections of
LWI and GWI. The prototype system was designed with
3 types of chips for object detection/recognition, refer-
ence data storage and image pre-processing. Processing
performance of 40GOPS at 250MHz was obtained by the
chips with a 0.18um CMOS technology. Object detection
and recognition system performance of 580us detection
time and 4.2us one-object to one-database recognition
time was obtained.
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Figure 2: Block diagrams of RM3D and DR3D.

Figure 4: FPC board.



